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Housekeeping

- You will receive slides after the presentation
- Interactive polls throughout the session
- Use QA tool on Zoom to ask questions
- If you still have questions, reach out to Francesco directly 

francesco@appliedxl.com or connect on twitter @fpmarconi

mailto:francesco@appliedxl.com


What will your learn during today’s session

1. How AI is being used and will be used by journalists and communicators, 
and what that means for how we work

2. The ethics of AI, particularly related to diversity, equity and representation 
3. The role of AI in the spread of misinformation and ‘fake news’
4. How journalists and communications professionals can avoid pitfalls 

while taking advantage of the possibilities AI provides to develop new 
ways of telling stories and connecting with audiences



Poll time!

What’s your overall feeling about AI and news?

A. It’s the future of news and communications!
B. I’m cautiously optimistic
C. I’m cautiously pessimistic
D. It’s bad news for journalism 



Journalism was designed to solve information scarcity

Newspapers were established to provide 
increasingly literate audiences with information. 
Journalism was originally designed to solve the 
problem that information was not widely 
available.

The news industry went through a process of 
standardization so it could reliably source and 
produce information more efficiently. This led to 
the development of very structured ways of 
writing such as the “inverted pyramid” method, to 
organizing workflows around beats and to plan 
coverage based on news cycles. 



A new reality: information abundance 

The flood of information that humanity is now 
exposed to presents a new challenge that 
cannot be solved exclusively with the traditional 
methods of journalism. 

The explosion of data from the web, sensors, 
mobile devices and satellites has moved us to 
an environment where there’s too much 
information. 

We retain and produce more information now 
than at any previous point in human history, it 
takes much more effort to delete, remove and 
filter unwanted information than to accumulate 
it. The modern role of journalism is to filter 
and contextualize. 



The rise of editorial algorithms 

The enormous amount of data that our 
society is producing is pushing us towards a 
new type of journalism, computational 
journalism, which aspires to source and 
contextualize information at scale.

The role of computational journalists is no 
longer to write and produce data-driven 
stories, but to write editorial algorithms. 
These systems are coded with journalistic 
principles and work nonstop to filter 
irrelevant information and find newsworthy 
events.

Editorial         Algorithms



AI is creating news jobs and responsibilities in news media

Many roles will evolve into leveraging new technology as part of their daily workflow. 
But there are also a number of new roles as a result of AI entering the newsroom: 

→Automation editors: planning how workflows can be 
augmented through AI and ensuring its editorial reliability

→Computational journalist: applying computer and data 
science methods to develop editorial algorithms 

→Newsroom tool manager: coordinating the 
implementation of new platforms and training journalists how 
to deploy them 

→AI ethics editor: ensuring transparency and explainability 
of algorithms as well as its use of training data



AI is dramatically changing journalism

The modern news workflow is dynamic, with each step of the process being 
augmented by AI.



AI in news gathering



Event detection in social media
Case study: Reuters

Reuters’ platform News Tracer helps 
reporters monitor emerging topics on 
social media and find relevant stories 
more quickly.

In 2015, it revealed social media activity 
documenting a shooting in San 
Bernardino, California, before any other 
news organization.

Other social media detection tools:

https://www.dataminr.com/
https://www.newswhip.com/
https://www.samdesk.io/


Text mining
Case study: ICIJ

The International Consortium of Investigative 
Journalists uses an AI-powered tool to 
automatically recognize and index text 
documents by recognizing entities (people, 
places, dates etc.) within content.

This was used to make sense of 13.4 million 
confidential documents relating to offshore 
investments for the series—“Paradise Papers: 
Secrets of the Global Elite.”

Other text mining tools:

https://voyant-tools.org/


Gathering alternative signals
Case study: Quartz

Journalists at Quartz had a computer 
watch a televised debate between 
Hillary Clinton and Donald Trump.

It recognized dominant emotions 
measured by facial expressions for each 
candidate. 

These systems are fallible and must be 
audited!



Algorithms used in journalism must be audited 

The same way journalists ask 
questions to human sources, 
they should be able to ask 
questions to algorithms, to 
understand their inner workings. 
This allows for the creation of 
reliable editorial algorithms. 



AI in news production



News automation
Case study: AP

AP uses natural language generation to 
automate part of its financial and sports 
coverage.

In business news, the newswire went from 
covering 300 companies with human writers 
to covering over 4,400 companies with the 

help of smart machines. 

Text automation tools:

https://automatedinsights.com/
https://www.narrativa.com/
https://narrativescience.com/product-tour-video?utm_source=google&utm_medium=ppc&utm_campaign=video-demo&utm_term=%2Bnarrative%20%2Bscience&utm_source=google&utm_medium=cpc&utm_campaign=&hsa_net=adwords&hsa_grp=117880665072&hsa_mt=b&hsa_tgt=kwd-1162844861919&hsa_kw=%2Bnarrative%20%2Bscience&hsa_src=g&hsa_cam=12258106057&hsa_ver=3&hsa_ad=496346874366&gclid=Cj0KCQjwjPaCBhDkARIsAISZN7ROiMWu8MCSDa60mHCTTA1cnxQlS8icQ2l00M-au841jFm6pm0eUdEaAmecEALw_wcB


News automation requires humans in the loop

Human journalists have a crucial role at every step 
of data-to-text automation process providing 
important editorial oversight. 



Automated summaries
Case study: Bloomberg

Bloomberg launched The Bulletin, a 
feature on its mobile app powered by 
machine-generated summaries that 
provide readers a “sense of completion 
in quickly learning the latest news of 
the moment, and a comprehensive 
summary of the news that goes beyond 
a headline.”

Summarization tools:

https://www.agolo.com/
https://quillbot.com/


Beware! Fake text

Recent advancements in natural 
language enable the creation of 
fake text at scale. 

FAKE



Video footage labelling
Case study: Sky News

Sky News uses AI for facial recognition, 
subtitling automation and datasets.

An example is the piece “Who’s who”: In 
2018, Sky News used AI facial recognition 
technology to spot and identify the guests 
arriving at the UK Royal Wedding.

Other image recognition tools:

https://www.clarifai.com/
https://vidrovr.com/


Beware: algorithms make mistakes!

Image credit: Joy Buolamwini — Mit Lab Press Kit

An analysis of computer vision 
algorithms showed an error rate 
of 35% for darker-skinned women 
when compared to just a 1% error 
rate for lighter-skinned men.

Organizations focused on AI transparency:  

https://www.ajl.org/
https://ainowinstitute.org/


Diversity and representation in AI is crucial!

Data from the Bureau of Labor Statistics 
shows that the professionals who write AI 
programs are still largely white males. And 
a study conducted last August by Wired and 
Element AI found that only 12% of leading 
machine learning researchers are women.

People that first notice bias issues are mostly 
users who are from that specific minority 
community. Fostering a diverse AI team 
can help mitigate unwanted AI biases and 
ensure fairness.

A checklist for addressing AI bias:

✅ Establishing processes and implement regular 

audits to check for biases on datasets and algorithms.

✅ Determining how to include humans-in-the-loop 

throughout the AI system.

✅ Implementing data & AI transparency standards 

the same way we have editorial standards.

✅  Having a clear strategy for bringing diverse 

perspectives to AI teams through training, hiring and 
partnerships.



Synthetic video
Case study: BBC

BBC newsreader Matthew Amroliwala 
only speaks English, but by using 
artificial intelligence software by 
Synthesia he appears to be speaking 
Spanish, Mandarin and Hindi.

Tools for automated video generation:  

https://www.synthesia.io/
https://www.wibbitz.com/


Synthetic news anchors
Case study: Xinhua 

Chinese news agency launched fully 
digital news anchors that can deliver 
a video broadcast in different styles 
for a more personalized experience.

Synthetic media can be used for good 
but also for bad...



Beware: Deep fakes!
Deep fakes are videos, images, text 
or audio files generated or altered 
with the help of artificial intelligence 
to deceive an audience into thinking 
they are real.

The biggest challenge is how widely 
accessible this technology is, which 
means anyone can now create 
deepfakes. 

Deepfake detection tools: 

https://sensity.ai/
https://deepware.ai/


Approaches for detecting deep fakes

Lack of eye blinking

An algorithm developed by 
researchers at SUNY is able to 
tell if a person blinks; people 
shown in deepfakes often don’t 
close their eyes. 

Pulse signal

Researchers at MIT developed a 
technique to detect the pulse of a 
person by color amplification, which 
is often missing in deepfakes.

Image blurriness

If you look at still images of a 
deepfake you can see things like the 
flickering and blurriness around the 
mouth or face, or discrepancies 
between the face, body type and 
skin color.

Machine learning

Algorithms can be trained to detect 
fake imagery and provide a 
confidence score on whether the 
footage is real or fake.



Poll time!

Can AI help us better navigate the current information environment?

A. AI can help but it’s not the full solution
B. Too early to tell
C. Only humans can address the challenges of information abundance



AI is changing news distribution



Personalized news
The Times

It has an AI-powered tool called JAMES, 
which stands for Journey Automated 
Messaging for Higher Engagement 
through Self-Learning.

It acts as a digital butler, using data to 
get to know the habits, interests, and 
preferences of readers.

Source: journalism.co.uk

https://www.journalism.co.uk/news/the-times-employs-an-ai-powered-digital-butler-james-to-serve-personalised-news/s2/a739273/


Beware: information bubbles! 
With AI personalization, there is a risk of creating information bubbles if readers are 
only shown the views of the world they already agree with.



Navigating information bubbles
Tools to help understand partisan media consumption and social media influence.

https://ground.news/blindspotter
https://themarkup.org/citizen-browser/2021/03/11/introducing-split-screen
https://themarkup.org/


Comment moderation 
Case study: The New York Times

NYT uses machine learning to make it easier to 
moderate comments.

The system Perspective finds patterns in data to 
spot abusive language or online harassment, and it 
scores comments based on the perceived impact 
they might have on a conversation.

AI models are trained through human input, which 
is prone to bias. Algorithms should be vetted with 
the same journalistic standards used to evaluate a 
story.

Case study

Audience moderation tools: 

https://www.perspectiveapi.com/
https://hivemoderation.com/


Growing subscriptions
The Wall Street Journal

The Wall Street Journal’s paywall is 
powered by a machine-learning 
algorithm that measures reader 
activity.

It gives a unique subscription 
probability to each reader, which 
helps inform how many sample 
stories users can access.



Implementing AI in the newsroom



How are AI newsroom applications built?

The development of artificial intelligence 
requires constant validation of both the 
data sources and the algorithms used in 
that tool.



Incremental development
Case study: WSJ

Talk 2020 is a text analysis platform 
and search tool that allows the 
newsroom to access 30 years of public 
statements made by 14 presidential 
candidates.

It pulls transcripts from speeches, 
rallies, interviews and press 
conferences. Initially started as an 
internal tool, it was later made available 
to subscribers.



Incremental development
Case study: WSJ

Talk 2020 is a text analysis platform 
and search tool that allows the 
newsroom to access to 30 years of 
public statements made by 14 
presidential candidates.

It pulls transcripts from speeches, 
rallies, interviews and press 
conferences and uses Factiva as its 
primary data source.

Source: WSJ

https://www.wsj.com/articles/democratic-debates-what-the-presidential-candidates-are-and-arent-saying-11571112000?mod=hp_lead_pos6


Incremental development
Case study: WSJ

Talk 2020 is a text analysis platform 
and search tool that allows the 
newsroom to access to 30 years of 
public statements made by 14 
presidential candidates.

It pulls transcripts from speeches, 
rallies, interviews and press 
conferences. Initially started as an 
internal tool and later made available to 
subscribers.

Source: WSJ

https://www.wsj.com/articles/democratic-debates-what-the-presidential-candidates-are-and-arent-saying-11571112000?mod=hp_lead_pos6


Newsrooms with a product mentality will succeed

Iterative journalism borrows from design 
thinking methodologies, starting with the 
audience’s needs (desirability), then 
answering questions related to feasibility of 
execution, and finally addressing its long 
term viability.



Important takeaways

Technology changes, journalistic standards don’t.

AI is susceptible to the same biases as humans.

Journalists can best leverage AI once they experiment with the 
technology.

There are ethical considerations inherent in journalism’s use of AI.



Resources

Newsmakers: Artificial Intelligence and 
the Future of Journalism

Francesco Marconi, 2020

https://cup.columbia.edu/


More tools



Poll time!

After learning about how AI is currently being used, 
what’s your overall feeling about AI and News?

A. It’s the future of news and communications!
B. I’m cautiously optimistic
C. I’m cautiously pessimistic
D. It’s bad news for journalism 



Thank you


